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Abstract—One of the activities in the TIU (Technical 

Implementing Unit) of Office of Animal Husbandry and 

Animal Health is to carry out the examination of pet 

health, record and issue an Animal Health Certificate 

(AHC). The object in this research was cat, where the 

examination was still performed by laboratory test, using 

paper as a form of diagnosis carried out by a vet and not 

using the technology. Therefore, an application to provide 

decision in determining healthy cat that also implements 

the algorithm C4.5 based on android system was designed. 

This system was able to perform diagnosis of cat diseases 

quickly based on previous medical record, with a training 

history (training data) as many as 44 cases. Then the 

classification process would strengthen the results of cat 

disease diagnosis such as how to deal with disease that had 

similar symptoms so as to facilitate the Office of Animal 

Husbandry and Animal Health, as a comparison to issue 

an Animal Health Certificate. Based on the Black Box 

testing, the functionality of the module was in accordance 

with the needs of the system, while the accuracy testing 

generated the percentage value of 93.18%. This shows that 

the algorithm C4.5 has a good accuracy to determine 

healthy cat. 
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I.  INTRODUCTION 

 Technical Implementing Unit (TIU) of the Office 

of Animal Husbandry and Animal Health, South 

Sulawesi Province is a government agency whose 

job is managing the animal husbandry sector 

concerning all care of animals, treatment of 

animals, animal health services, prevention of 

animal diseases, disease rejection, and medic 

conservation. One of the activities in the TIU of 

Office of Animal Husbandry and Animal Health is 

to carry out the examination of pet health, record 

and issue an Animal Health Certificate (AHC). 

Animals that have been through health examination 

are cat, dog, sugar glider, chicken, rabbit, squirrel 

and animals that are examined directly at the site, 

namely cow, horse, sheep and goat. 

 Cat owners/guardians who want to pass the 

traffic between the Provinces with their pets need 

AHC. Before issuing a AHC, the animals are 

vaccinated first by examining the animals' 

condition. Examination on the TIU of Office of 

Animal Husbandry and Animal Health has not 

utilized the information technology, and only use 

paper media as a material for deciding healthy cat 

determination. The medical examination is carried 

out by examining the physical condition and feces 

through the lab to find out which animal is 

experiencing infectious symptoms (contagious). If 

the results of medical examination carried out show 

that the cat is sick/showing infectious symptoms, 

TIU of Office of Animal Husbandry and Animal 

Health gives an option for the cat owners/guardians 

to do the treatment and care in the Office of Animal 

Husbandry and Animal Health or in other clinics. If 

the result of the cat health examination is 

healthy/does not show any infectious disease 

symptoms, then the vaccination is given and the 

Animal Health Certificate (AHC) is issued as a 

requirement for traffic between Provinces. 

 Medical record data from March to December 

2019 showed that cat was a type of animal that was 

often examined with the highest frequency of 

number of cases by 15. Based on the data from the 

examination, there are 2 (two) types of condition, 

among others, general condition and physical 

condition. Common condition includes agile and 

not agile while the physical condition includes how 

to walk (disabled, normal, and limping), nostrils 

(normal wet and dry), eyes (normal, redness and 

irritation), ears (normal, disabled, dirty, 

inflammation and infection), fur (normal, flea and 

excessive hair loss), skin (normal, itching, 

ringworm, wound and scaly), digestion (not found 

abnormal (NFA) or normal, vomiting and reduced 
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appetite), respiratory (NFA), heart (NFA), feces 

(normal, diarrhea, parasite) and body temperature 

(NFA).  

Algorithm C4.5 is an algorithm that performs 

classification or grouping, predictive so it can be 

used to reach a decision by assessing several 

classifications that will determine the outcome of 

decision [1][2][3] and is applied through Android as 

an application. 

Research on the types of diseases found in cats has 

been carried out, including the type of Feline 

Panleukopenia (FP) which is an infectious disease 

caused by a small virus. This disease causes severe 

depression, vomiting, diarrhoea, sharp decrease in 

circulating white blood cells that causes death[4] 

In the following year, the type of disease 

Leishmaniosis was caused by the Leishmania 

infantum virus that attacks dogs and cats. The virus 

can be found in wounds on the head and neck and 

less often on the trunk and legs. Treatment of this 

disease with antibiotics and corticosteroids[5][6]. 

Subsequent studies in dogs and cats found pituitary 

tumors with the type of somatotroph adenoma and 

corticotrophic adenoma. Symptoms include 

abdominal enlargement, polyphagia, skin and 

muscle wasting, and lethargy[7]. 

. The difference in this study and previous studies is 

in the method used, which is Algorithm C4.5, based 

on numerical and categorical attributes consisting of 

rules to divide a heterogeneous population into 

smaller with the accuracy-test to measure the 

accuracy value on the system by comparing the 

expert diagnosis results with the system diagnosis 

results so as to produce an accuracy rate of 93.18%. 

Algorithm C4.5 or decision tree is a 

classification algorithm data with numerical and 

categorical attributes consisting of rules to divide a 

number of heterogeneous population into smaller, 

more homogeneous by paying attention to the goal 

variables[8][9]. The goal variables are grouped and 

the decision tree model leads to the probability 

calculation of each record to the categories or 

classify the record by grouping them in one class. 

The data in the decision tree are expressed in the 

form of table with attribute and record. Attribute 

states a parameter created as a criterion in the tree 

formation [10][11]. 

II.  METHOD 

The research stage was started by collecting data 

and analyzing the problem which were performed 

through observation and interview directly, 

designing using Unified Modelling Language 

(UML)[12][13], analyzing the data using algorithm 

C4.5 and testing included Blackbox testing. The 

research objects were cats, where the medical 

record data from March to December 2019 with the 

highest frequency of the number of cases of 15 from 

44 data source samples as the training data included 

the general condition and physical condition 

outlined in Table 1 below. 

 
TABLE I 

Cat  Examination Condition Data 

 

Condition    

General Agile 

Limp  

 

Physical  How to walk Disabled, Normal 

Limping 

Nostrils Normal, Wet 

Dry 

Eyes Normal, Redness, 

Irritation 

Ears Normal, disabled, dirty, 

inflammation and 

infection 

Fur Normal, flea and 

excessive hair loss 

Skin Normal, itching, 

ringworm, wound and 

scaly 

Digestion Not find abnormal 

(TDA) or normal, 

vomiting and reduced 

appetite 

Respiratory  TDA 

Heart TDA 

Body temperature TDA 

Feces Normal, diarrhea, 
parasite 

 

The decision tree was created using algorithm 

C.45 by changing the form of a table into a tree 

model based on the Entropy and Gain value[14] 

To determine the Entropy value [15] a formula in 

the following equation  was used (1): 

Entropy(S)= ∑ (-n
i=1

p
i
*log

2
p

i
)                                (1) 
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Where, S is a set of cases, A is feature, n is the 

number of partitions, S and pi is proportion of Si to 

S [16] 

Next, to determine the Gain value[17][18], it was 

according to the formula in equation (2) 

Gain(S,A)=Entropy(S)-

∑
|Si|

S

n
i=1 * Entropy(Si)      (2)   

Where S is a set of cases, A as attribute, n as the 

number of partitions of attribute A, |Si| is the 

number of cases on the partition to the-I and |S| is 

the number of cases in S.  

To determine the Gain value, first find the 

Entropy value (total) then, calculate the Entropy 

value for each attribute of common conditions 

which are agile and limp. 

a. The total value was calculated by equation (1) 

as follows:  

 

Entropy(S) = ∑ (−pi ∗ log2pi)
n
i=1                        (1) 

Entropy(Total) = (−
27

44
∗ log2 (

27

44
)) +

(−
17

44
∗ log2 (

17

44
))  

Entropy(Total) = (−
27

44
∗ (

log
27

44

log 2
)) +

(−
17

44
∗ (

log
17

44

log 2
))  

Entropy(Total) =

(−0.61363636364 (
−2120889123

0.30102999566
)) +

(−0.3863636366 (
−0.4130037551

0.30102999566
)) Entropy(Total) =

(−0.61363636364(−0.7045441164)) +

(−0.3863636366(−1.3719687774))  

Entropy(Total) = 0.4323338896 +
0.5300788414  

Entropy(Total) = 0.962412735  

 

The Entropy (total) value obtained was 0.97 

based on 44 samples including the unhealthy status 

by 27 cases and the healthy status by 17 cases.  

 

b. The calculation of general condition (agile) was 

carried out by equation (1) as follows:  

 

Entropy(Agile) = (−
7

24
∗ log2 (

7

24
)) +

(−
17

24
∗ log2 (

17

24
)) Entropy(Agile) = (−

7

24
∗

(
log

7

24

log 2
)) + (−

17

24
∗ (

log
17

24

log 2
))  

Entropy(Agile) =

(−0.29166666667 (
−0.5351132017

0.30102999566
)) +

(−0.70833333333 (
−0.1497623203

0.30102999566
))  

Entropy(Agile) =

(−0.29166666667(−1.7776075787)) +

(−0.70833333333(−0.4974996594))  

Entropy(Agile) = 0.5184688771 +
0.35239559205  

Entropy(Agile) = 0.870864469  

 

Data on the number of agile cases of 44 samples 

were 7 cases with unhealthy status, and 17 cases for 

healthy status, so the obtained value for agile 

attribute was 0.87. 

 

c. The calculation of general condition (limp) was 

carried out based on the equation (1) as follows:  

𝐸ntropy(Limp)

= (−
20

20
∗ log2 (

20

20
)) + (−

0

20

∗ log2 (
0

20
)) 

 

Entropy(Limp)

= (−
20

20
∗ (

log
20
20

log 2
)) + (−

0

20

∗ (
log

0
20

log 2
)) 
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Entropy(Limp)

= (−1 (
0

0,30102999566
))

+ (−0 (
0

0,30102999566
)) 

Entropy(Limp)

= (−1 (
0

0,30102999566
))

+ (−0 (
0

0,30102999566
)) 

Entropy(Limp) = (−1(0)) + (0(−0) 

Entropy(Limp) = 0 + 0 

Entropy(Limp) = 0 

 

 The limp entropy value obtained was 0, with a 

total sample of 44 cases including 20 unhealthy 

status and 0 healthy status. 

The Entropy value above then was substituted 

into equation (2) to produce the Gain value, so that 

the obtained value was 0.4, where of the 44 case 

samples, the agile was 24 cases and the limp was 20 

cases. 

Gain(Total, general condition)
= Entropy(Total)

− ∑
|general condition|

|total|

n

i=1

∗ Entropy(general condition) 

Gain(Total, general condition) = 0.962412735 −

((
24

44
∗ 0.8708764469) + (

20

44
∗ 0))  

Gain(Total, general condition)  =
0.962412735 − (0.5454545454545 ×
0.8708764469) + (0.4545454545 × 0)  

 

Gain(Total, kgeneral condition)
= 0.962412735
− (0.47501698309) + (0) 

Gain(Total, general condition) = 0.487395752   

 

 Steps in building a decision tree to choose an 

attribute as the root node is based on the highest 

Gain, then creating a branch for each value in the 

attribute and the process will be repeated until all 

cases in the branches have the same class [19]. 

After the calculation was carried out using 

equation (1) and (2), it was showed that the 

obtained attribute with the highest Gain was a 

common condition by 0.487395752. So, the general 

condition became a root node. There were two 

attribute values of the general condition, namely 

agile and limp. The value of limp attribute had been 

classified into case 1, with unhealthy decision, so 

further calculation was not needed. However, the 

value of agile attribute was needed to be calculated, 

as illustrated in the decision tree in Fig 1. 

 

 

 

 

 

 

 

 

 
Fig 1. Decision Tree of Node 1 Calculation Result 

 

Calculation of the number of cases for healthy 

decision, the number of cases for unhealthy 

decision, and the Entropy of all cases and cases 

divided by how to walk, nostrils, eyes, ears, fur, 

skin, digestion, respiratory, heart, feces and body 

temperature, became the root node of agile attribute 

value. Then, the Gain calculation was carried out to 

each attribute, so the highest Gain attribute was ears 

by 0.372708834. Therefore, ears became the branch 

node of agile attribute value. There were five ear 

attribute value including disabled, inflammation, 

normal, infection, and dirty. From the five attribute 

values, the disabled attribute value had been 

classified into case 1, in which the decision was 

healthy, the inflammation attribute value had been 

classified into case 1 with unhealthy decision, the 

infection attribute value had been classified into 

case 1 with unhealthy decision, the dirty attribute 

had been classified into case 1 with healthy 

decision, so there was no need to do further 

calculation. However, the normal attribute value 

still needs more calculations, as shown in Fig 2. 
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General 
Condition 

II ? 
Unhealthy 

agile 
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Healthy Unhealthy 
I.I.2  

? 

Unhealthy 
Unhealthy 

inflammation dirty infection normal 
disabled 

limp 

I 

 
General 

Condition 

II 
 

Ears 

Unhealthy 

agile 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 2. Decision Tree of  Node 1.1 Calculation Result 

 

Calculation of the number of cases for normal 

decision, the number of cases for no decision, and 

the Entropy of all cases and cases divided based on 

attributes of way of walking, nostrils, eyes, fur, 

skin, digestion, respiratory, heart, feces and body 

temperature became the branch node of normal 

attribute value. After calculating the Gain for each 

attribute, it was found that the highest Gain attribute 

was skin by 0.629249224. Therefore, skin became a 

branch node of the normal attribute value. There 

were three skin attribute values including itching, 

ringworm and normal. From the three attribute 

values, the itching attribute value had been 

classified into case 1, with unhealthy decision, the 

ringworm attribute value had been classified into 

case 1, with unhealthy decision, the normal attribute 

value had been classified into case 1, with 

unhealthy decision, so further calculation was not 

needed, as shown in Fig 3 below. 

 

 

Fig 3. Decision Tree of  Node 1.1.2 Calculation Result 

 

Based on the explanation above, it can be 

concluded that of the rules formed from the 

calculation result decision tree for the determination 

of healthy cat are:  

a. general condition = limp, then unhealthy,  

b. general condition = agile, and ears = disabled, 

then healthy.  

c. If general condition = agile, and ears = 

inflammation, then unhealthy  

d. If general condition = agile, and ears = 

infection, then unhealthy if general condition = 

agile, and ears = dirty, then unhealthy  

e. If general condition = agile, ears = normal, skin 

= normal, then healthy  

f. If general condition = agile, ears = normal, skin 

= ringworm, then unhealthy  

g. If general condition = agile, ear = normal, skin = 

itching, then unhealthy  

 

The research design tool using Unified 

Modelling Language (UML)[20][21], produces (1) 

Use Case Diagram to describe the interaction of the 

employee or doctor with the information system to 

be created, and (2) Class Diagram describes the 

relationships between classes including: employee 

login, doctor login, patient/cat data, patient/cat data 

view, examination input, and examination results. 

 

 
Fig 4. Use Case Diagram 

 

Use Case describes the employee login, performs 

data entry of patient/cat, sees patient/cat data that 

has been inputted, inputs the examination of animal 

health and sees the examination results. While 

doctor login sees patient /cat, data and examination 

results as in Fig 4 above. 

Healthy 
Unhealthy Unhealthy 

Unhealthy 

Healthy Unhealthy Unhealthy 

dirty inflammation disabled 
infection normal 
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agile 

I 
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Condition 
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Skin 
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Fig 5. Class Diagram 

 

Class diagram describes classes in a system and 

the relationship between employee login and doctor 

login, patient/cat data input, patient data/cat view, 

examination input, and examination results which 

are shown in Fig 5[22][23]. 

 

III.  RESULT  AND DISCUSSION 

This research results in an application using Java 

programming language with MySQL database and 

Black Box and accuracy testing. The output of this 

application displays the decision in determining the 

healthy and unhealthy cat. 

A.  Program Implementation 

 

 
 

Fig 6. Cat data input form 

 

Fig 6 shows the interface of cat data input (left) and 

cat data is successfully added (right). To display the 

examination data of each cat, press one of the case 

(right) which then displays the form of examination 

data in Fig 7.  

 
 

Fig 7. Examination result form 

 

Attribute input data form for each cat is seen in 

Fig 7 (left) and the determination results of the 

status is healthy and unhealthy cat (right). In the 

case example above, the cat with Himalayan race 

was declared unhealthy based on the attributes of 

general condition (agile), feces (normal), fur (flea), 

eyes (normal), skin (itching), body temperature 

(fever), how to walk (normal), ears (dirty), nostrils 

(normal), respiratory (NFA), digestion (NFA) and 

heart (NFA). 

B.  Black Box Testing 

This testing using  blackbox testing  that 

generates 5 (five) testing modules, where each 

module tested the functionality of application, 

button and suitability of the application results 

[24][25][26], which are (1) employee login and 

doctor login to provide access to the system, (2) 

patient tab serves to add, remove and edit 

patient/cat data, (3) examination tab displays the 

form to add the cat case data, (4) result tab has a 

function to display the healthy or unhealthy result, 

and (5) log in log out to exit from the system as 

employee or doctor.   
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TABLE 2.  

Recapitulation of Black Box Testing Results 

 
No. Module Description Successful 

1 Testing 

Employee and 

Doctor Login 

Display the page of 

patient/cat data 

 

2 Testing Patient 

Tab  

Display the form  to 

Add the Patient 

 

3 Testing 

Examination 

Tab  

Display the form  of 

adding case 

 

4 Testing Result 

Tab  

 

Show healthy or 

unhealthy results 

after case input 

 

5 Testing Log 

Out  

Back to Login view  

  

Based on black box testing in Table 2 above, it 

can be concluded that the application has been freed 

from the functional error, in which the desired form 

is successfully displayed.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑡𝑒𝑠𝑡𝑖𝑛𝑔 𝑖𝑠 𝑢𝑠𝑒𝑑 𝑡𝑜 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 𝑡ℎ𝑒 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

value in the system by comparing the results of 

expert diagnosis and the results of system diagnosis, 

then the accuracy value will be calculated with the 

following equation:  

 

Accuracy value = Number of accuracy data  x 100% 

   Overall data 

 

Accuracy value =  41∕44 x 100% = 93.18% 

                                       

Based on the amount of data as many as 44 

cases, 41 data of diagnosis results were similar to 

the expert diagnosis results, so as to produce the 

percentage value by 93.18%. 

IV.  CONCLUSION 

The conclusions that can be drawn based on the 

description of method, design and testing above are: 

1. The algorithm C4.5 application on the app 

showed the output of healthy cat determination 

that used 44 data samples based on the attribute 

of general and physical condition. 

2. Design tool in this research used UML that 

generated uses case actor employee and user as 

well as the class diagram which was the 

employee login, doctor login, patient/cat data 

input, patient/cat data view, examination input, 

and examination results. 

3. System testing in this research was Black Box, 

producing 5 (five) modules which in overall 

went well and accuracy testing of the expert 

system for healthy cat determination had a 

percentage value of 93.18% by comparing the 

results of expert diagnosis and the results of 

system diagnosis. 
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