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Abstract--Clustering is an important phase in data 
mining. The grouping method commonly used in data 
mining concepts is using K-Means. Choosing the best 
value of k in the k-means algorithm can be difficult. In 
this study the technique used to determine the value of k 
is the silhouette score. Then, to evaluate the k-means 
model uses the Davies Bouldin Index (DBI) technique. 
The best DBI value is close to 0. The parameters used 
are total consumer income and spending. Based on the 
results of this study it can be concluded that the 
silhouette score method can provide a k value with 
optimal results. For mall customer data of 200 data, the 
most optimal silhouette score is obtained at K = 5 with a 
DBI = 0.57. 
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I.  INTRODUCTION 

In line with the rapid development of 
technology, data growth has also experienced a 
very high increase. Every day transactions occur 
on various platforms such as e-commerce, 
hospitals, government institutions, etc. This has 
led to a flood of data in various fields. The data 
will not provide useful information if it is not 
processed. Therefore, the concept of data mining 
emerged, where this concept provides a solution 
so that data can be processed so as to produce 
useful information and can be used as a reference 
for stakeholders to refer to in making policies. 
One of the widely used data mining techniques is 
clustering,  i.e. grouping of data based on their 
similarity [1]. One of the most widely used cluster 
methods is K-Means clustering [2]. Selecting the 
number of clusters in a clustering algorithm, e.g. 
choosing the best value of k in the various k-
means algorithms can be difficult [3]. 

The K-Means algorithm is one of the non-
hierarchical data clustering methods that partitions 
the existing data into two or more groups [4]. The 

quality of data clustering results depends on the 
input of the number of clusters or the value of K. 
To evaluate the clustering results, use the Davies 
Bouldin Index (DBI). The DBI is a method for 
calculating the average distance ratio within a 
cluster and calculating the average distance 
between clusters and their closest data. [5]. 

Some researches related to calculating the 
optimization of the k value has been carried out by 
several previous researchers, including optimal 
clustering with the elbow method for clustering 
traffic accident data in the city of Semarang, in 
this study the optimal k value was obtained using 
the elbow method, where the optimal K according 
to the elbow is as many as 3 pieces on the research 
data  [4]. The next is research with the title 
Clustering Mall Visitors Using the K-Means 
Method and Particle Swarm Optimization. This 
study obtained mall customer clusters with k-
means and evaluated with the Davies Bouldin 
Index with the results [6]. The next study, that is 
entitled Comparative Analysis of the Elbow and 
Silhouette Methods on the K-Medoids Clustering 
Algorithm in Grouping Balinese Craft Production, 
shows that the results of grouping data using the 
silhouette technique have a smaller DBI value, so 
the silhouette score technique can produce better 
clusters [7]. The next research is entitled the 
Application of K-Means Clustering Algorithm for 
Grouping Road Construction at the Public Works 
and Spatial Planning Office. In this study, 5 
groups of data were obtained and evaluated using 
the Davies Bouldin index [8]. The next research is 
entitled The Use of the K-Means Algorithm in the 
Tourist Area Cluster Mapping Application. This 
research shows the optimal cluster using the 
silhouette score method by dividing the tourist 
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(3) 

area into 2 groups [9]. Based on the background 
above, in this study, data analysis will be carried 
out with case studies of mall customers to obtain 
optimal K values and high DBI values. 

II.  METHOD 

The data mining method used in this study is 
CRISP-DM. CRISP-DM has 6 steps, namely: 
Business Understanding, Data Understanding, 
Data Preparation, Modeling, Evaluation, and 
Deployment. The framework of this research can 
be seen in Fig. 1. 

 
Fig. 1.  Research Framework 

The following is the explanation of the CRISP-
DM Framework [10]. 

A.  Business Understanding 

Business understanding is the stage of 
understanding what to be achieved from a 
business perspective. Determining project 
objectives and needs in detail within the scope of 
the business or research unit as a whole. This 
stage also translates the objectives and constraints 
into a formula for the data mining problem. This 
stage requires mastery of two different parts, 
namely understanding the business process 
including the regulations that govern it and 
understanding how to process it.  

B.  Data Understanding 

Data understanding is the stage to identify and 
to collect relevant data for the project; including 
what data is available, how it is collected, and 
how it can be used to achieve business goals. The 
data in this study were taken from the Kaggle.com 
source with the file name mall_customer.csv. The 
number of datasets is 200 and has 5 columns 

consisting of customer ID, gender, age, 
annual_income in $, and spending score with a 
score of 1-100. 

C.  Data Preparation 

Data preparation is the stage of cleaning, 
integrating, and preparing data for analysis. This 
process includes processing missing data, dealing 
with outliers, and changing the data format if 
necessary. For data preparation in this study, in 
addition to clean the data, it also calculates the 
silhouette score to determine the optimal K value 
before the modeling process is carried out. The 
silhouette score steps are as follows: 
1. Calculate Distance Between Objects: 

For each object in the dataset, calculate the 
average distance between that object and all 
other objects in the same cluster, called the 
average intra-cluster distance (a). 
Also calculate the average distance between 
that object and all objects in the closest 
different cluster or called the inter-cluster 
average distance (b). 

2. Calculate the silhouette value for each object. 
For each object in the dataset, calculate the 
Silhouette value as follows: 

𝑆(𝑜𝑏𝑗𝑒𝑐𝑡) = (𝑏 − 𝑎)/max (𝑎, 𝑏)     (1) 
3. Calculate the Global Silhouette Score Value: 

𝑆𝑆 = (∑ 𝑆(𝑜𝑏𝑗𝑒𝑐𝑡))/𝑛𝑢𝑚𝑏𝑒𝑟_𝑜𝑏𝑗𝑒𝑐𝑡𝑠  (2) 

D.  Modeling 

The modeling stage is the process of developing 
data analysis and evaluating using specific 
models, such as techniques like regression, 
classification, clustering, or other machine 
learning models [11]. The steps for the K-Means 
method can be described as follows [12]: 
1. Specify the number of groups (K). 
2. Calculate the group center or centroid value of 

the data in each group. 

𝑥 =
1

𝑀
= ෍ 𝑋𝑗

ெ

௝ୀଵ

 

where M is the amount of data in a group. 
3. Allocate each data to nearest centroid/average. 

using the Euclidian as follow: 

𝑑 = ඥ∑ 𝑥𝑖ଶ − 𝑦𝑖ଶ             (4) 
4. Group data based on the closest distance. 
5. Repeat step 2 until the data does not change. 
 

p 
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E.  Evaluation 

The evaluation in this research uses Davies 
Bouldin Index method. Evaluation using DBI has 
an internal cluster evaluation scheme, in which the 
quality of the cluster results are seen from the 
quantity and closeness between the cluster result 
data. The way to measure DBI is by looking at the 
both inter-cluster and intra-cluster distance. If the 
distance between clusters is farther, then it is said 
better. Meanwhile, the closer the intra-cluster 
distance, then it is also said better [13]. The steps 
for calculating Davies Bouldin Index are as 
follows [14]: 
1. The formula for the sum of squares in clusters 

(SSW) as a cohesion metric in cluster i is as 
follows. 

𝑆𝑆𝑊𝑖 =
ଵ

௠௜
∑ 𝑑(𝑥𝑗, 𝑐𝑖)௠௜

௝ୀଵ             (5) 

where 𝑚𝑖 is the number of data in cluster i and 
𝑑 (𝑥, 𝑐) is the distance of data x to centroid c. 

2. Sum of squares between clusters (SSB) by 
measuring the distance between centroids 𝑐𝑖 
and 𝑐𝑗 as in the following equation: 

𝑆𝑆𝐵𝑖, 𝑗 = 𝑑(𝑐𝑖, 𝑐𝑗                (6) 
where (𝑐𝑖, 𝑐𝑗) is the distance between centroid 
𝑐𝑖 and centroid 𝑐𝑗. 

3. Calculating 𝑅𝑖𝑗, which is a measure of the ratio 
of how good the comparison value is between 
cluster I and cluster j. The value is obtained 
from the cohesion and separation components. 
A good cluster is one that has the smallest 
possible cohesion and the greatest possible 
separation. 

𝑅𝑖𝑗 =
ௌௌௐ௜ାௌௌௐ

ௌௌ஻௜,௝
                 (7) 

4. Calculating Davies Bouldin Index (DBI). 

𝐷𝐵𝐼 =
ଵ

௄
∑ max (𝑅𝑖𝑗)௄

௝ୀଵ                (8) 
 

F.  Deployment 

Model implementation may involve application 
development, integration with existing systems, or 
other necessary steps. Evaluation of the K value 
test in this study, carried out as many as 6 
experiments, namely k with a value of 2 to 6. 

III.  RESULT AND DISCUSSION 

This section will explain the results and 
discussion of customer data clusters as well as the 
results of testing the optimization of the K value. 
The results and discussion of this study are as 
follows: 

A.  Business Understanding 

Currently, the proliferation of online stores has 
caused the number of mall visitors to drop 
drastically. Therefore, data grouping is needed to 
find out the cluster of mall visitors, to find out the 
group of people who still like to visit the mall and 
to conduct the right target market to promote 
products and discounts that apply to consumers in 
order to increase sales. 

B.  Data Understanding 

At this stage, the data reading process is carried 
out using Google Colab. The goal is to find out 
the details of the data, attributes, and the amount 
of data. Table I shows the dataset that has been 
displayed on Google Colab. 

TABLE I 
Mall Customer Dataset 

Customer 
ID 

Gender Age Annual 
Income 

Spending 
Score 

1 Male 19 15 39 
2 Male 21 15 81 
3 Female 20 16 6 
4 Female 23 16 77 
5 Female 31 17 40 
6 Female 22 17 76 
7 Female 35 18 6 
8 Female 23 18 94 
9 Male 64 19 3 

10 Female 30 19 72 
… … … … … 

200 Female 35 19 99 
 

The K value generated by the Silhouette Score 
method will be a reference in grouping mall 
customer data in Table I. The determination of the 
value will be calculated first so that the cluster 
results are more optimal. 

C.  Data Preparation 

At this stage, data preparation is carried out, 
starting with cleaning the data so that it is ready to 
be processed. The data attributes used for the 
clustering process use the annual income and 
spending score; therefore customer ID, age, and 
gender must be removed from the dataset. Table II 
shows the view of the dataset that has been 
cleaned, while Fig. 2 shows the data plot. 
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TABLE II 
Dataset Visitors by Annual Income and Spending Score 

CustomerID Annual_Income Spending_Score 

1 15 39 

2 15 81 

3 16 6 

4 16 77 

5 17 40 

6 17 76 

7 18 6 

8 18 94 

9 19 3 

10 19 72 

… … … 

200 19 99 
 

 
Fig. 2.  Data Distribution 

The process for finding the optimal K value 
with the Silhouette Score in Python is shown in 
Fig. 3. Based on it, the silhouette score results are 
obtained in Fig. 4. The results of the silhouette 
score calculation is illustrated in Fig. 5. 

 
Fig. 3.  Finding the Optimal K Value 

 
Fig. 4.  Result Silhouette Score 

 
Fig. 5.  Graphic Silhouette Score 

Fig. 5 shows the highest graph when K = 5, 
with a silhouette score of 0.553931997444648. 
This shows that the most optimal K for the mall 
customer dataset is 5. 

D.  Modeling 

At the modeling stage, the data will be grouped 
using the optimal K value that has already been 
obtained by the Silhouette Score technique. The 
source code to determine the K value in Python in 
Fig. 6. The results of customer mall data 
clustering can be seen in Fig. 7. 

 

 
Fig. 6.  Source Code Clustering 
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Fig. 7.  Result of Clustering 

Fig. 7 shows that there are 5 groups, and each 
group color is explained as follows: 

1. The first group, that is green, shows 
customers who have high income and 
expenses. Consumers in this group are the 
main target of the mall for offering products. 

2. The second group in red shows customers 
who have high income but low expenses. 
Consumers with these characteristics are mall 
targets for offering discounted products to 
make them more interested in shopping. 

3. The third group in yellow shows customers 
who have balanced expenses and income. 

4. The fourth black group shows customers who 
have low income but have high expenses. 
This kind of consumers tend to be 
consumptive. They do not consider the 
income earned. These consumers are good 
targets for offering products and discounts. 

5. The fifth group in pink shows customers who 
have low income and low expenses. This kind 
of customer characteristics should not be a 
priority. 

E.  Evaluation 

The evaluation process was carried out using 
the Davies Bouldin Index (DBI) technique. The 
closer the DBI value is to 0, the better the cluster 
results [15]. The following is a comparison of 
cluster results using K values from 2 to 6. K value 
testing is done using Google Colab, with the 
command in Fig. 8. Table III is a table of results 
from the comparison of Davies Bouldin Index 
values for variations in K values. 
 

 

 
Fig. 8.  Test DBI using K=2 

 

 

 
Fig. 9.  Test DBI using K=3 

 

 

 
Fig. 10.  Test DBI using K=4 

 

 

 
Fig. 11.  Test DBI using K=5 
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Fig. 12.  Test DBI using K=6 

 
TABLE III 

Result Value DBI based on K Value 

Number of K Value of DBI 

2 1,232479754 

3 0,714894229 

4 0,709257376 

5 0,571023811 

6 0,657024596 

 
Table III shows that the lowest DBI value is 

obtained when K = 5, which is 0.571023811. This 
shows that the silhouette score calculation results 
are able to produce the best K value, so that the 
cluster results are more optimal.  

Based on Fig. 8 to 12, DBI testing shows that 
the minimum value is obtained when K=5. These 
results are in accordance with the results of the 
Silhouette Score calculation which suggests the 
best K value is 5. 

IV.  CONCLUSION 

Based on the results of the research above, it 
can be concluded that determining the value of K 
in K-Means using the Silhouette Score method 
produces the smallest DBI value, so that the 
cluster results are more optimal.   For the next 
study, the results of the Silhouette Score method 
can be applied to different datasets, with more 
data.  
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