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Abstract--Difficulty learning mathematics in 

elementary school students is a significant problem and 
requires serious attention. This study aims to predict the 
difficulty level in elementary school students learning 
mathematics using a machine learning model, namely 
KNN. Exam scores, assignments, quizzes, and 
characteristics of students' difficulty level in learning 
mathematics were used as data in this study. A study 
used the KNN model to divide students into three 
categories of difficulty in learning mathematics: easy, 
moderate, and challenging. The results showed that the 
KNN model can accurately predict student’s difficulty 
levels in mathematics. Thus, applying this model can 
help teachers provide appropriate and effective 
interventions to students experiencing difficulties. Using 
machine learning technology, especially the KNN model, 
we found an accuracy of 95%. In addition, we can still 
accurately predict the difficulty level of elementary 
school students' mathematics learning. This study uses 
anonymous student data, the distribution of 
assignments, quizzes, and exam score ranges, and 
characteristics of mathematics learning difficulty levels. 
There are three prediction classes: high, medium, and 
low. 
 

Key words:  Mathematics learning; KNN (K-Nearest 
Neighbors) model; Difficulty level prediction; 
Educational intervention. 

I.  INTRODUCTION 

As an important subject in education, 
mathematics fosters logical, analytical, and 
problem-solving abilities [1]. Mathematics is an 
essential basic science and a tool for other 
sciences, but it remains autonomous and does not 
depend on other fields of study [2] and [3]. 
According to the Indonesian Minister of 
Education and Culture Regulation No. 22 of 2006, 
mathematics is taught to all students to develop 
logical, analytical, systematic, critical, creative, 
and collaborative thinking skills [4]. However, 
many students, especially elementary school 
students, still struggle to learn mathematics. This 

can affect students' academic development and 
learning motivation. Internal factors that can 
cause difficulties in learning mathematics include 
cognitive ability, learning style, learning 
motivation, and interest in mathematics. External 
factors can also include the quality of teaching, 
learning environment, and family support. 
Conventional methods, such as value analysis, 
teacher observation, and diagnostic tests, have 
weaknesses due to subjectivity, time constraints, 
and lack of comprehensive data. 

With the advancement in Machine Learning 
technology, there are more objective, effective, 
and comprehensive solutions to find problems in 
learning mathematics [5]. Machine Learning 
models can make accurate predictions and find 
hidden patterns in extensive, complex data. This 
study uses the KNN (K-Nearest Neighbors) 
machine learning model to determine how 
difficult it is for elementary school students to 
learn mathematics. The KNN model was chosen 
because it can classify data based on similarities 
with previously known data. 

The research problem formulation is how to 
evaluate the ability of a machine learning model 
such as KNN to predict the difficulty level in 
learning mathematics for elementary school 
students. Thus, the study aims to predict the 
difficulty level in elementary school students 
learning mathematics using a machine learning 
model, namely KNN, by analyzing and evaluating 
accuracy. 

Predicting elementary school students' 
mathematics learning difficulties using Machine 
Learning, specifically the K-Nearest Neighbors 
(KNN) model, has shown promising results. This 
approach utilizes multiple predictors to classify 
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students' performance levels effectively. Several 
previous studies conducted by the author on KNN 
can classify students based on performance 
metrics, such as test scores and engagement 
levels, allowing educators to predict students at 
risk of underachieving [6]. Qualitative studies in 
which students' difficulties were categorized 
based on their problem-solving approaches 
showed that KNN can effectively classify 
students into different performance levels by 
looking at how they respond to mathematical 
problems [7]. Next, research that analyzes 
reliability learning strategies to improve student 
motivation and learning outcomes [8]. This 
research compared different machine learning 
techniques to predict student graduation. This 
machine learning method starts with data 
collection, transformation, and analysis [9]. The 
research found that if the teacher's teaching 
method is suitable, the grade is B, the student's 
interest in learning is low, and the gender is male. 
The student's level of understanding in 
mathematics lessons is low [10]. Then, there is 
also research that utilizes machine learning 
technology, such as research that predicts plant 
seeds [11] which provides useful plant 
information for urban agriculture management. 
Research that predicts harmful content from 
Twitter [12] where the models used are TF-IDF, 
Logistics Regression Model, and Naive Bayes 
Classifier for sentiment classification. 
Furthermore, research in other fields that apply 
machine learning to predictions, such as research 
discussing predictions of nervous disorders, is 
also available [13] and on eye disorders [14]. 
According to the research, the WebQual 4.0 
method is used to evaluate the implementation of 
educational website-based information system 
services. This method evaluates user satisfaction 
based on usability, information quality, and 
service interaction quality [15]. Thus, 
recommendations for development and 
improvement can be made to evaluate the 
implementation of educational website-based 
information systems. 

In the previous research conducted by the 
author, several discussions of mathematics 
learning were followed by the application of 
machine learning, KNN, and the prediction 
process. Still, the prediction of the level of 

learning difficulty for elementary school students 
has not been studied much, especially in 
evaluating the performance of the model used. 

This study significantly improves the quality of 
mathematics education in elementary schools. 
First, this study provides a better understanding of 
the problems faced by elementary school students 
when learning mathematics. This study predicts 
patterns and factors contributing to learning 
difficulties that may be missed if only traditional 
methods are used. Second, this study helps 
teachers find students who need additional help 
and provide appropriate interventions. Teachers 
can create more unique and effective learning 
strategies by knowing the level of difficulty faced 
by each of their students. These three studies 
show how machine learning technology can 
improve the quality of mathematics education. 
Machine learning models can analyze large and 
complex data, find hidden patterns, and provide 
teachers with important information. Finally, it 
improves accuracy, predicts learning problems 
better, and helps teachers choose the most 
appropriate action for the problem. 

 
Fig. 1.  Framework Diagram 

 
Fig.1 uses a conceptual framework that 

combines student data with a machine learning 
model to predict the level of mathematics learning 
difficulties. Student data, including test scores, 
ability test results, demographic data, and family 
information, are processed using a specially 
designed machine learning algorithm to identify 
patterns and factors contributing to learning 
difficulties. The model generates predictions 
about each student's level of learning difficulties, 
both in categories (low, medium, high) and 
numerical values. Based on these predictions, the 
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system recommends appropriate interventions, 
such as additional learning programs, individual 
tutoring, or customized teaching strategies. Thus, 
this study aims to improve the quality of 
mathematics education by understanding students' 
problems, identifying at-risk students, providing 
targeted interventions and helping teachers create 
more effective learning strategies. 

II.  METHOD 

At this stage, the methods used in the research 
are explained, starting from the scenario model 
used, data collection, research tools and materials, 
models, and evaluation. 

 
Fig. 2.  Research Methodology 

Fig. 2 is a scenario of the research 
methodology. The first process is to input the 
dataset. Then, the dataset is pre-processed, after 
which the features are extracted. The features in 
question are assignment scores, quiz scores, exam 
scores, and characteristics of difficulty level in 
learning mathematics. Furthermore, the dataset is 
split, namely 80% training and 20% testing. The 
next stage is modeling with KNN, which is 
evaluated to determine its accuracy and display 
the results. 

A.  Dataset Collection 

The dataset consists of 200 data obtained from 
elementary school student respondents from 
grades 4 to 6 after undergoing a mathematics 
learning process. The data collected were in the 
form of assignment scores, quiz scores, exam 
scores, and respondent answers regarding the 
characteristics of the difficulty level of 
mathematics learning. The dataset obtained was 
split into 80% training and 20% testing. Table I 
shows an example of the dataset used as follows: 

 

 
TABLE I 

Samples of Dataset 

Student 
Assignment 

Value 
Quiz 
Score 

Final 
Exam 
Score 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 

S1 87 85 80 Yes Yes Yes Yes Yes Yes Yes No Yes No Yes No 
S2 70 75 80 No No Yes Yes No No Yes Yes Yes No Yes No 
S3 80 70 71 Yes Yes No No No Yes No Yes Yes Yes No Yes 
S4 50 40 45 No Yes Yes Yes Yes No Yes Yes Yes Yes No No 
S5 60 70 70 No No No No No Yes Yes Yes No Yes Yes No 
S6 90 85 87 Yes Yes No No Yes Yes No No Yes No No Yes 
S7 85 85 85 Yes No Yes Yes No No Yes Yes Yes Yes No No 
S8 50 50 50 Yes No Yes Yes Yes Yes No No Yes Yes Yes Yes 
S9 75 70 65 No Yes No No Yes Yes Yes Yes No No No No 
S10 80 83 85 No No Yes Yes No No No No Yes Yes Yes Yes 
S11 87 85 80 Yes Yes Yes Yes Yes Yes Yes No Yes No Yes No 
S12 70 75 80 No No Yes Yes No No Yes Yes Yes No Yes No 
S13 80 70 71 Yes Yes No No No Yes No Yes Yes Yes No Yes 
S14 50 40 45 No Yes Yes Yes Yes No No No Yes No Yes Yes 
S15 60 70 70 No No No No No Yes Yes Yes No Yes Yes No 
… … … … … … … … … … … … … … … … 
S200 50 75 75 No No No No No Yes Yes Yes No Yes Yes No 

Information: 
S1 – S200 = Student;   C1 – C12 = Characteristic features 
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B.  Pre-Processing 

The collected dataset is pre-processed before 
the feature extraction using the data cleaning and 
data normalization method; then, the data is 
extracted as in Table II, III and IV. 

The research tools and materials used to 
support the research are software and hardware 
tools, including Google Collab, Python 3 
Programming, Adam Optimizer, and a learning 
rate 0.0001. The hardware is an AMD Ryzen 7 
5825U, with 16GB memory and 500GB HDD. 
The research materials used are primary data, 

such as elementary school student assignment 
data, quiz data, exam data, and data on students' 
learning difficulties. 

 
TABLE II 

Range of Value Feature Distribution 

Num 
Assignment 
Value 

Quiz 
Score 

Final Exam 
Score 

Value 

1 85-100 85-100 85-100 0 
2 50 - 84 50 - 84 50 - 84 1 
3 < 50 < 50 < 50 2 

 

 
TABLE III 

Characteristic Feature 
Variable Characteristic Value 

C1 Difficulty calculating basic mathematical operations such as addition, subtraction, 
multiplication, and division. 

Yes = 1 
No = 0 

C2 Difficulty understanding basic concepts such as whole numbers, fractions, or percentages. Yes = 1 
No = 0 

C3 Difficulty in applying mathematical concepts in everyday life situations. Yes = 1 
No = 0 

C4 Difficulty in remembering basic math formulas. Yes = 1 
No = 0 

C5 Difficulty in understanding number patterns and sequences. Yes = 1 
No = 0 

C6 Difficulty understanding more complex mathematical concepts such as algebra, geometry, or 
statistics. 

Yes = 1 
No = 0 

C7 Difficulty in mastering the mathematical techniques and strategies needed to solve problems. Yes = 1 
No = 0 

 
C8 Difficulty in understanding more complex mathematical notation. Yes = 1 

No = 0 
C9 Difficulty understanding highly abstract mathematical concepts such as calculus, number 

theory, or linear algebra. 
Yes = 1 
No = 0 

C10 Difficulty applying mathematical concepts in very complex situations or solving complicated 
mathematical problems. 

Yes = 1 
No = 0 

C11 Difficulty in understanding more complex mathematical proofs and mathematical logic. Yes = 1 
No = 0 

C12 Difficulty in remembering very complex mathematical formulas. Yes = 1 
No = 0 

 
TABLE IV 

Normalization Data 

Student 
Assignment 

Value 
Quiz 
Score 

Final 
Exam 
Score 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 

S1 0 0 1 1 1 1 1 1 1 1 0 1 0 1 0 
S2 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 
S3 1 1 1 1 1 0 0 0 1 0 1 1 1 0 1 
S4 1 2 2 0 1 1 1 1 0 0 0 1 0 1 1 
S5 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 
S6 0 0 0 1 1 0 0 1 1 0 0 1 0 0 1 
S7 0 0 0 1 0 1 1 0 0 1 1 1 1 0 0 
S8 1 1 1 1 0 1 1 1 1 0 0 1 1 1 1 
S9 1 1 1 0 1 0 0 1 1 1 1 0 0 0 0 
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Student 
Assignment 

Value 
Quiz 
Score 

Final 
Exam 
Score 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 

S10 1 1 0 0 0 1 1 0 0 0 0 1 1 1 1 
S11 0 0 1 1 1 1 1 1 1 1 0 1 0 1 0 
S12 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 
S13 1 1 1 1 1 0 0 0 1 0 1 1 1 0 1 
S14 1 2 2 0 1 1 1 1 0 0 0 1 0 1 1 
S15 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 
… … … … … … … … … … … … … … … … 

S200 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 
 

C.  Split Dataset 

At this stage, the dataset is separated into 
training and testing data, with the proportions of 
each data shown in Table V and Fig.3.  

 
TABLE V 
Split Data 

Split Data Amount Percentage 
Training 160 80% 
Testing 40 20% 
Total   200  

 

 
Fig. 3.  Split Dataset 

 

D.  Model Training and Testing 

This stage explains the model or technology 
used to predict the difficulty level of learning 
mathematics. The technology used is machine 
learning. The model used is KNN, a simple but 
effective Machine Learning algorithm for 
predicting values or classifying data [16]. This 
algorithm finds the nearest K data points 
(neighbors) of a new data point to be classified or 
predicted. The new data point is then classified 
into the majority class of the K nearest neighbors, 
or the average value of the K nearest neighbors is 
used as a prediction. The working steps of the 
KNN model are as follows: 
1. Determine the value of K, the number of 

nearest neighbors considered in the prediction 
process. 

2. Calculate the distance between points with 
Euclidean Distance with the formula equal 
(1). 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √((𝑥1 − 𝑥2)ଶ + (𝑦1 − 𝑦2)ଶ)     (1) 

Where: 
 (x1, y1): coordinates of new data point 
 (x2, y2): coordinates of data point in 

the training set 
3. Select the nearest K based on the calculated 

distance. 
4. Determine the class that is most of the K 

nearest neighbors. 
 

E.  Evaluation 

This stage evaluates the model used by 
calculating the accuracy matrix with an accuracy 
formula such as equation (2). 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

(ே௨  ௧ ௗ௧௦)

(்௧ ே௨  ௗ௧௦)
× 100     (2) 

 
Where: 
 Number of correct predictions: Number of 

data points correctly classified or predicted 
by the KNN model. 

 Total Number of predictions: Total Number 
of data points predicted by the KNN model. 

 

F.  Interpretation Result 

Table VI shows the interpretation stage of the 
results, which is the predicted level of difficulty in 
learning mathematics. 
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TABLE VI 
Mathematics Learning Difficulty Level Prediction Class 

variables Value Target 
K1 0 High 
K2 1 Medium 
K3 2 Low 

III.   RESULT AND DISCUSSION 

At this stage, the results and discussion of the 

research conducted. The results of the prediction 
experiment are displayed based on the training 
data that has been carried out with the KNN 
model in Table VII, where the value results of 
each variable are by the experimental results that 
have been processed as follows: 

 

 
TABLE VII 

Experiment Prediction 

Student 
Assignment 

Value 
Quiz 
Score 

Final 
Exam 
Score 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 Result 

S1 0 0 1 1 1 1 1 1 1 1 0 1 0 1 0 K1 
S2 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 K2 
S3 1 1 1 1 1 0 0 0 1 0 1 1 1 0 1 K2 
S4 1 2 2 0 1 1 1 1 0 0 0 1 0 1 1 K3 
S5 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 K2 
S6 0 0 0 1 1 0 0 1 1 0 0 1 0 0 1 K1 
S7 0 0 0 1 0 1 1 0 0 1 1 1 1 0 0 K1 
S8 1 1 1 1 0 1 1 1 1 0 0 1 1 1 1 K2 
S9 1 1 1 0 1 0 0 1 1 1 1 0 0 0 0 K2 

S10 1 1 0 0 0 1 1 0 0 0 0 1 1 1 1 K2 
S11 0 0 1 1 1 1 1 1 1 1 0 1 0 1 0 K1 
S12 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 K2 
S13 1 1 1 1 1 0 0 0 1 0 1 1 1 0 1 K2 
S14 1 2 2 0 1 1 1 1 0 0 0 1 0 1 1 K3 
S15 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 K2 
… … … … … … … … … … … … … … … … … 

S200 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 K2 
 

Table VII shows the prediction results of the 
experiment. The data consists of 200 students (S1 
to S200). For each student, there is data on 
assignment value, quiz score, and final exam 
score. Columns C1 to C12 represent 12 variables 
or features used in the prediction model (details of 
the features are not explained in the table). The 
values 0 and 1 in columns C1-C12 may indicate 
the presence or absence of a student characteristic 
or attribute relevant to mathematics learning 
difficulty. The "Result" column shows the 

classification of the prediction results for each 
student, categorized as K1, K2, or K3 (possibly 
representing different levels of learning difficulty, 
such as low, medium, and high). The "..." sign 
indicates that the data for students between S15 
and S200 are similar to the pattern shown above. 
This table provides empirical data to evaluate the 
machine learning prediction model's performance 
in classifying students' mathematics learning 
difficulty levels. 

 
TABLE VIII 
Experiment 

Student AS QS FES C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 Result P 
S1 0 0 1 1 1 1 1 1 1 1 0 1 0 1 0 K1 K1 
S2 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 K2 K2 
S3 1 1 1 1 1 0 0 0 1 0 1 1 1 0 1 K2 K2 
S4 1 2 2 0 1 1 1 1 0 0 0 1 0 1 1 K3 K3 
S5 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 K2 K2 
S6 0 0 0 1 1 0 0 1 1 0 0 1 0 0 1 K1 K2 
S7 0 0 0 1 0 1 1 0 0 1 1 1 1 0 0 K1 K1 
S8 1 1 1 1 0 1 1 1 1 0 0 1 1 1 1 K2 K2 
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Student AS QS FES C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 Result P 
S9 1 1 1 0 1 0 0 1 1 1 1 0 0 0 0 K2 K2 

S10 1 1 0 0 0 1 1 0 0 0 0 1 1 1 1 K2 K1 
S11 0 0 1 1 1 1 1 1 1 1 0 1 0 1 0 K1 K1 
S12 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 K2 K2 
S13 1 1 1 1 1 0 0 0 1 0 1 1 1 0 1 K2 K2 
S14 1 2 2 0 1 1 1 1 0 0 0 1 0 1 1 K3 K3 
S15 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 K2 K2 
… … … … … … … … … … … … … … … … … … 

S200 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 K2 K2 

Description: 
AS: Assignment Value 
QS: Quiz Score 

FES: Final Exam Score 
P: Prediction 

 
Table VIII shows the prediction results of an 

experiment aimed at predicting the level of 
mathematics learning difficulty in 200 students 
(S1-S200), continuing the same data pattern up to 
S200. The input data include assignment (AS), 
quiz (QS), and final exam (FES) scores, which 
may be on a binary scale (0/1), and 12 variables 
(C1-C12) representing student characteristics, 
also on a binary scale, but the details are not 
explained. The prediction model produces two 

classifications of learning difficulty: “Result” 
(K1, K2, K3, possibly representing low, medium, 
and high levels) and “P,” which may represent 
predictions from a different model or revised 
predictions. The differences between “Result” and 
“P,” especially those highlighted in red, indicate 
mismatched predictions and highlight the 
potential complexity of predicting mathematics 
learning difficulty. 

TABLE IX 
Prediction Validation 

Student AS QS FES C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 Result P Inf. 
S1 0 0 1 1 1 1 1 1 1 1 0 1 0 1 0 K1 K1 V 
S2 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 K2 K2 V 
S3 1 1 1 1 1 0 0 0 1 0 1 1 1 0 1 K2 K2 V 
S4 1 2 2 0 1 1 1 1 0 0 0 1 0 1 1 K3 K3 V 
S5 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 K2 K2 V 
S6 0 0 0 1 1 0 0 1 1 0 0 1 0 0 1 K1 K2 In 
S7 0 0 0 1 0 1 1 0 0 1 1 1 1 0 0 K1 K1 V 
S8 1 1 1 1 0 1 1 1 1 0 0 1 1 1 1 K2 K2 V 
S9 1 1 1 0 1 0 0 1 1 1 1 0 0 0 0 K2 K2 V 

S10 1 1 0 0 0 1 1 0 0 0 0 1 1 1 1 K2 K1 In 
S11 0 0 1 1 1 1 1 1 1 1 0 1 0 1 0 K1 K1 V 
S12 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 K2 K2 V 
S13 1 1 1 1 1 0 0 0 1 0 1 1 1 0 1 K2 K2 V 
S14 1 2 2 0 1 1 1 1 0 0 0 1 0 1 1 K3 K3 V 
S15 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 K2 K2 V 
… … … … … … … … … … … … … … … … … … … 

S40 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 K2 K2 V 

Description: Inf.: Information;   V: Valid;   In: Invalid 
 
Table IX presents the prediction validation 

results of an experiment predicting mathematics 
learning difficulties in 40 students (S1-S40), with 
a continuous data pattern up to S40. Similar to 
Table VIII, the input data include assignment 
scores (AS), quizzes (QS), final exam scores 
(FES), and 12 variables (C1-C12) representing 

student characteristics, all using a binary scale 
(0/1). The prediction model produces two 
classifications of learning difficulties: “Result” 
(K1, K2, K3) and “P,” which may represent 
predictions from different models or revised 
predictions. The “Inf” column likely provides 
additional information about the validity of the 
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predictions, with “V” and “In” possibly 
representing validation and invalidation of 
predictions, respectively. Differences between 
“Result” and “P,” particularly those indicated by 
different colors, indicate prediction discrepancies 

and highlight the complexity of predicting 
mathematics learning difficulties. This table 
allows for the evaluation of the prediction model's 
performance and analysis of the validity of the 
predictions. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
38

40
× 100 = 95%. 

 
So that, the accuracy obtained is a rate of 0.95 

or 95%. Other authors have conducted several 
comparative studies regarding predictions that 
apply machine learning models that discuss using 
the K-Means model with KNN in identifying 
student knowledge [17] The data still uses data 
from one campus only in one department and 
does not evaluate the accuracy of the model used, 
so the model's accuracy level for the research 
topic is not yet visible. Next, the research 
discusses predictions of user experience regarding 
the Melisa application using SVM and KNN [18], 
the analysis is carried out to determine the user 
experience, focusing on digital products and 
improving the UI/UX appearance and content. 
Research that discusses the prediction of 
elementary school students' achievements using 
C.45 [19] where accuracy has not been explained 
as to what is produced. Then, the research 
predicts prospective student performances during 
the entrance selection process [20] which 
produces quite good accuracy for various 
Machine Learning models. 

The study implications show that compared to 
the traditional approach, the KNN Machine 
Learning model used in this study can improve 
the accuracy of predicting students' mathematics 
learning difficulties. The results of this study can 
help teachers find students who have difficulty 
learning mathematics and offer appropriate 
solutions. This study also opens up new 
opportunities for using Machine Learning 
technology in education, improving the quality of 
learning, increasing teaching effectiveness, and 
helping teachers understand and overcome 
students' learning difficulties more accurately by 
predicting learning difficulties.  

The study limitations are that the research 
dataset used is still lacking because it takes 
samples from several elementary schools in the 
Maros district, and the data quality still contains 
bias. Furthermore, KNN is a model that is still 

simple, and external factors can still affect the 
difficulty of learning mathematics. 

IV.  CONCLUSION 

This study successfully demonstrated that 
machine learning models, especially K-Nearest 
Neighbors (KNN), can be used effectively to 
predict the level of learning difficulty in 
mathematics in elementary school students. By 
analyzing data obtained from test scores, 
assignments, quizzes, and student characteristics, 
the KNN model could classify students into three 
categories of difficulty levels: easy, medium, and 
complex, with an accuracy of 95%. These results 
confirm the potential use of machine learning 
technology in education, especially in helping 
teachers provide appropriate and effective 
interventions for students who experience 
learning difficulties. Thus, applying this model 
can improve students' understanding of 
mathematics and support their overall academic 
development. This study also emphasizes the 
importance of collecting anonymous and relevant 
data to improve prediction accuracy in the 
educational context. 

Future work is to collect more complete data on 
a broader scope. Conduct testing with various 
models from relevant Machine learning and 
consider variables from external factors. 
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