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Abstrak – Penelitian ini bertujuan untuk menganalisis dampak otomatisasi AI dalam produksi berita terhadap 

kepercayaan dan keterlibatan publik, serta mengeksplorasi persepsi masyarakat terkait etika dan transparansi 

dalam penggunaan AI di sektor media. Latar belakang penelitian ini didasari oleh meningkatnya penggunaan 

AI dalam jurnalistik yang menimbulkan berbagai tanggapan publik mengenai aspek etika dan transparansi. 

Metode penelitian yang digunakan adalah regresi berganda, dengan populasi masyarakat Yogyakarta yang 

mengonsumsi berita otomatisasi AI. Sampel berjumlah 222 responden yang dipilih menggunakan teknik 

Simple Random Sampling. Hasil penelitian menunjukkan bahwa otomatisasi AI memiliki pengaruh positif 

terhadap kepercayaan publik, dengan koefisien sebesar 0,185, nilai t sebesar 2,290, dan signifikansi 0,023. 

Sebaliknya, transparansi memiliki pengaruh negatif terhadap kepercayaan publik, dengan koefisien -0,559, 

nilai t sebesar -3,512, dan signifikansi 0,001. Etika memiliki pengaruh positif dan signifikan terhadap 

kepercayaan publik, dengan koefisien 0,394, nilai t sebesar 2,526, dan signifikansi 0,012. Temuan ini 

menegaskan pentingnya penerapan etika yang baik dalam penggunaan AI untuk menjaga kepercayaan publik. 

Kata Kunci: Otomatisasi AI, Produksi Berita, Kepercayaan Publik, Keterlibatan Publik, Etika Transparansi 

 

Abstract – This study aims to analyze the impact of AI automation in news production on public trust and 

engagement, as well as explore public perceptions of ethics and transparency in the use of AI in the media 

sector. The research is based on the increasing use of AI in journalism, which has sparked various public 

reactions concerning ethical and transparency issues. The research method employed is multiple regression, 

with the population consisting of Yogyakarta residents who consume AI-generated news. The sample comprises 

222 respondents selected through Simple Random Sampling. The results indicate that AI automation positively 

impacts public trust, with a coefficient of 0.185, a t-value of 2.290, and a significance of 0.023. Conversely, 

transparency negatively affects public trust, with a coefficient of -0.559, a t-value of -3.512, and a significance 

of 0.001. Ethics positively and significantly influence public trust, with a coefficient of 0.394, a t-value of 2.526, 

and a significance of 0.012. These findings underscore the importance of implementing robust ethical practices 

in the use of AI to maintain public trust. 

Keywords: AI Automation, News Production, Public Trust, Public Involvement, Transparency Ethics 

  

 

PENDAHULUAN 

Kemunculan kecerdasan buatan (AI) dalam 

jurnalisme telah merevolusi cara berita diproduksi, 

didistribusikan, dan dikonsumsi, secara fundamental 

mengubah lanskap media. Transformasi ini terutama 

didorong oleh otomatisasi dalam pembuatan konten, 

yang memungkinkan produksi berita lebih cepat dan 

penyampaian yang lebih personal, sehingga 

meningkatkan efisiensi dalam organisasi media 

(Graefe, 2016; Wölker & Powell, 2021). Namun, 

seiring dengan kemajuan ini, integrasi AI dalam 

jurnalisme juga menimbulkan kekhawatiran etis dan 

kredibilitas yang signifikan, khususnya terkait dengan 

bias yang tertanam dalam algoritma serta dampaknya 
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terhadap kepercayaan publik terhadap media (Peña-

Fernández et al., 2023). Penelitian ini bertujuan untuk 

mengkaji hubungan kompleks antara produksi berita 

berbasis AI dan kepercayaan publik, dengan penekanan 

khusus pada bagaimana otomatisasi mempengaruhi 

keterlibatan dan persepsi audiens terhadap integritas 

jurnalistik. 

Sementara pengaruh AI terhadap komunikasi dan 

media telah banyak dibahas, studi yang ada sebagian 

besar berfokus pada dampak umum, seperti perannya 

dalam mendiversifikasi penawaran media atau 

melawan disinformasi (Trattner et al., 2022). Namun, 

integrasi AI dalam jurnalisme juga menimbulkan 

pertanyaan penting terkait akuntabilitas dan standar 

etika dalam produksi berita (Santos, 2023; Trattner et 

al., 2022). Kebaruan penelitian ini terletak pada 

penelusuran secara spesifik bagaimana produksi berita 

yang didorong oleh AI tidak hanya mengubah 

mekanisme jurnalistik tetapi juga membentuk persepsi 

audiens dan kepercayaan terhadap organisasi media. 

Lebih fokus lagi, penerapan AI dalam jurnalisme 

menghadirkan tantangan yang tidak hanya bersifat 

teknis tetapi juga merupakan interaksi kompleks antara 

teknologi, etika, dan ekspektasi sosial. Misalnya, 

konsep exo journalism menggambarkan bagaimana AI 

dapat meningkatkan kemampuan jurnalis, sementara 

pada saat yang sama mengharuskan adanya penilaian 

ulang terhadap norma dan praktik jurnalistik tradisional 

(Tejedor & Vila, 2021). Dualitas ini menyoroti 

pentingnya mengadopsi praktik AI yang bertanggung 

jawab, yang menekankan transparansi dan 

akuntabilitas, untuk menjaga kepercayaan publik 

terhadap jurnalisme (Tsalakanidou et al., 2021). 

Selain itu, penelitian terbaru menunjukkan bahwa 

keputusan editorial di ruang berita semakin 

dipengaruhi oleh metrik keterlibatan audiens, seperti 

jumlah klik dan berbagi. Meskipun metrik ini 

memberikan wawasan tentang preferensi audiens, 

ketergantungan yang berlebihan pada metrik tersebut 

dapat mendorong sensasionalisme, yang pada 

gilirannya dapat merusak integritas jurnalistik dan 

mengurangi kepercayaan publik (Wölker & Powell, 

2021). Penelitian ini akan mengeksplorasi dinamika 

tersebut, dengan mengajukan pertanyaan-pertanyaan 

penting tentang tanggung jawab etis dari produksi 

konten berbasis AI dan dampaknya terhadap 

kredibilitas jurnalisme. 

Penelitian ini bertujuan untuk memahami dampak 

otomatisasi AI dalam produksi berita terhadap 

kepercayaan dan keterlibatan publik, serta mengkaji 

persepsi masyarakat terkait etika dan transparansi 

dalam penggunaan AI. 

 

METODOLOGI PENELITIAN 

Penelitian ini menggunakan pendekatan kuantitatif 

dengan metode survei untuk menganalisis dampak 

otomatisasi AI dalam produksi berita terhadap 

kepercayaan dan keterlibatan publik, serta mengkaji 

persepsi masyarakat terkait etika dan transparansi 

dalam penggunaan AI. 

 

Populasi dan Sampel 

Populasi dalam penelitian ini adalah masyarakat 

umum yang mengonsumsi berita, terutama yang 

dihasilkan oleh otomatisasi AI, dengan fokus pada 

masyarakat Yogyakarta. Selanjutnya penarikan sampel 

menggunakan teknik Sampling Acak Sederhana, 

dimana responden dipilih secara acak dari populasi 

masyarakat Yogyakarta. Setiap individu memiliki 

peluang yang sama untuk terpilih. Ukuran sampel 

ditentukan berdasarkan rumus ukuran sampel dengan 

mempertimbangkan tingkat kepercayaan dan margin of 

error (Mariana et al., 2020, 2024) 

 

Uji Validitas dan Reliabilitas 

Uji validitas digunakan untuk menguji instrumen 

penelitian mengukur apa yang seharusnya diukur 

(Upomo & Kusumawardani, 2016). Salah satu metode 

yang digunakan adalah Pearson Product Moment, yang 

menghitung koefisien korelasi antara dua variabel. 

Instrumen dianggap valid jika hasilnya mencerminkan 

kondisi sebenarnya (Iqbal & Salsabila, 2023; Sugiarta 

et al., 2023). Validitas ini penting untuk memastikan 

data yang dikumpulkan akurat dan relevan. Rumus 

Pearson Product Moment untuk menghitung validitas 

adalah sebagai berikut: 

 

 
Dimana: 

r  = koefisien korelasi 

N  = jumlah responden 

∑  = penjumlahan skor yang relevan. 

 

Uji reliabilitas tujuaanya untuk mengetahui sejauh 

mana instrumen dapat dipercaya dan diandalkan 

(Prasetyawati et al., 2021). Instrumen yang telah diuji 

validitas dan reliabilitasnya cenderung lebih mampu 

menghasilkan data yang valid dan dapat diandalkan, 
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sehingga meningkatkan kredibilitas hasil penelitian 

(Hidayati et al., 2023; Iqbal & Salsabila, 2023; 

Prasetyawati et al., 2021; Sugiarta et al., 2023; Upomo 

& Kusumawardani, 2016). 

 

Rancangan Penelitian 

Regresi linier berganda digunakan untuk 

menganalisis hubungan antara variabel independen, 

yaitu otomatisasi AI, transparansi, dan etika, dengan 

variabel dependen, yaitu kepercayaan dan keterlibatan 

publik. Metode regresi linier berganda merupakan alat 

statistik yang efektif untuk memahami bagaimana 

beberapa variabel independen dapat mempengaruhi 

variabel dependen secara simultan (Ramadana et al., 

2023; Tyasnurita et al., 2023). Penelitian sebelumnya 

menunjukkan bahwa penggunaan metode ini dapat 

menghasilkan model yang akurat dalam memprediksi 

berbagai fenomena, meskipun penelitian ini lebih 

fokus pada konteks harga emas (Tyasnurita et al., 

2023). Dengan persamaan sebagai berikut: 

 

Y=β0+β1X1+β2X2+β3X3+ϵ 

Dimana: 

Y  = Kepercayaan atau keterlibatan public 

β0  = Konstanta (intersep) 

β1, β2, β3  = Koefisien regresi  

X1  = Otomatisasi AI  

X2  = Transparansi  

X3  = Etika  

ϵ  = Error (kesalahan residual) 

 

Analisis data dilakukan melalui beberapa tahap. 

Pertama, analisis deskriptif memberikan gambaran 

umum mengenai variabel-variabel penelitian, termasuk 

rata-rata dan standar deviasi (Chytis et al., 2020; Liza 

& Mariana, 2023). Selanjutnya, uji t dilakukan untuk 

mengevaluasi pengaruh parsial dari masing-masing 

variabel independen terhadap kepercayaan dan 

keterlibatan publik. Uji F digunakan untuk menilai 

pengaruh simultan dari otomatisasi AI, transparansi, 

dan etika terhadap kedua variabel dependen (Mariana 

et al., 2018; Rai et al., 2019). 

Selain itu, dilakukan uji asumsi klasik seperti uji 

normalitas, multikolinearitas, dan heteroskedastisitas 

untuk memastikan bahwa model regresi yang 

digunakan valid dan reliable (Fajri et al., 2023). 

 

Uji Asumsi Klasik 

Pengujian normalitas digunakan untuk memastikan 

data mengikuti distribusi normal. Salah satu metode 

yang sering digunakan adalah Uji Kolmogorov-

Smirnov (K-S) satu sampel. Data dianggap 

berdistribusi normal jika nilai signifikansi (Sig) lebih 

besar dari 0,05, dan tidak normal jika kurang dari 0,05 

(Hernawati et al., 2019). Menurut Agu dan Francis, uji 

ini merupakan prasyarat untuk analisis lanjutan seperti 

ANCOVA (Agu, Friday & Francis, Runyi, 2018). 

Uji multikolinieritas bertujuan mendeteksi 

hubungan antar variabel independen dalam regresi. 

Model regresi yang baik seharusnya tidak memiliki 

multikolinieritas, yang diukur dengan Variance 

Inflation Factor (VIF). VIF di atas 10 menunjukkan 

multikolinieritas, sedangkan VIF di bawah 10 berarti 

aman (Morales-Oñate & Morales Oñate, 2023). 

Morales-Oñate mengusulkan metode bootstrap untuk 

mendukung pengukuran dengan VIF, sementara 

Gómez et al. mengkritik VIF dan menawarkan 

pendekatan lain (Salmeron-Gomez et al., 2020). 

Heteroskedastisitas, yaitu variabilitas residual yang 

tidak merata, dapat dideteksi dengan memplot nilai 

prediksi terhadap residual. Pola dalam scatterplot 

menandakan adanya heteroskedastisitas, sedangkan 

penyebaran acak menunjukkan tidak ada masalah 

tersebut. Analisis grafis efektif untuk mendeteksi 

heteroskedastisitas (Upomo & Kusumawardani, 2016). 

Memastikan asumsi-asumsi ini terpenuhi penting untuk 

hasil regresi yang valid. 

 

HASIL DAN PEMBAHASAN 

Tahap awal penelitian ini melibatkan analisis 

deskriptif untuk memberikan gambaran umum 

mengenai karakteristik variabel yang diteliti. Analisis 

ini mencakup perhitungan statistik seperti rata-rata, 

standar deviasi, serta nilai minimum dan maksimum 

dari data yang dianalisis (M. Korkmaz, 2019; O. 

Korkmaz, 2011; Mariana et al., 2024; Ramadana et al., 

2023). Tabel berikut menyajikan hasil dari analisis 

statistik deskriptif: 

Table 1 Descriptive Statistics 

 
 

Berdasarkan analisis deskriptif tabel1, nilai pada 

setiap variabel berkisar dari nilai minimum 2,00 hingga 

maksimum 5,00. Rata-rata nilai untuk variabel 
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otomatisasi AI adalah 3,70 dengan deviasi standar 0,66, 

menunjukkan variasi yang cukup rendah diantara 

responden. Untuk variabel transparansi, rata-rata 

adalah 3,47 dengan deviasi standar 0,60, yang juga 

menunjukkan bahwa sebagian besar responden 

memiliki persepsi yang relatif serupa. Variabel etika 

memiliki rata-rata 3,51 dan deviasi standar 0,57, yang 

menunjukkan variasi yang sedikit lebih kecil. 

Sementara itu, variabel kepercayaan atau keterlibatan 

publik memiliki rata-rata 3,49 dan deviasi standar 0,68, 

yang menunjukkan tingkat variasi yang moderat. 

 

Uji Validitas 

Uji validitas dilakukan untuk mengukur hubungan 

antara pernyataan dalam kuesioner dengan variabel 

yang diteliti. Tabel di bawah ini menunjukkan 

koefisien korelasi untuk pernyataan yang berkaitan 

dengan Otomatisasi AI, Transparansi, Etika, dan 

Kepercayaan atau Keterlibatan Publik. 

Tabel 2 Uji Validitas 

 
Koefisien korelasi table 2, menunjukkan adanya 

hubungan yang positif antara variabel-variabel yang diuji. 

Pada variabel Otomatisasi AI, nilai koefisien berkisar antara 

0,293 hingga 0,699, yang menunjukkan adanya korelasi 

sedang hingga kuat. Untuk variabel Transparansi, nilai 

koefisien berkisar antara 0,365 hingga 0,673, juga 

menunjukkan korelasi yang signifikan. Pada variabel Etika, 

nilai koefisien berkisar antara 0,256 hingga 0.658, dengan 

beberapa nilai menunjukkan hubungan yang lebih lemah, 

meskipun tetap signifikan. Terakhir, variabel Kepercayaan 

atau Keterlibatan Publik menunjukkan koefisien korelasi 

yang signifikan antara 0,370 hingga 0,623. Secara 

keseluruhan, uji validitas ini menunjukkan bahwa semua 

pernyataan memiliki hubungan yang positif dan signifikan 

dengan variabel-variabel yang diuji. 

 

Uji Reliabilitas 

Uji reliabilitas digunakan untuk mengukur 

konsistensi internal dari instrumen penelitian. Hasil uji 

reliabilitas untuk masing-masing variabel dapat dilihat 

pada tabel berikut: 

Tabel 3 Reliabilitas Variabel Penelitian (Alpha) 

 
Table 3 menunjukan, nilai Cronbach's Alpha untuk 

semua variabel berada di atas 0,60, menunjukkan bahwa 

instrumen yang digunakan reliabel. Variabel Otomatisasi 

AI memiliki nilai Alpha sebesar 0,659, Transparansi 

sebesar 0,687, Etika sebesar 0,649, dan Kepercayaan atau 

Keterlibatan Publik sebesar 0,657. Meskipun ada sedikit 

variasi, semua variabel dianggap reliabel, sehingga 

instrumen dapat diandalkan untuk menganalisis hubungan 

antarvariabel dalam penelitian ini. 

 

Uji Hipotesis 

Tabel di bawah ini menampilkan hasil analisis 

regresi yang menunjukkan hubungan antara variabel 

independen Otomatisasi AI, Transparansi, dan Etika 

dengan variabel dependen Kepercayaan atau 

Keterlibatan Publik. 

Tabel 4 Hasil Pengujian Hipotesis 

 
Data dari Tabel 4 menghasilkan persamaan 

Y=3,362+0,185X1−0,559X2+0,394X3+ϵ, menunjukkan 

bahwa hasil analisis regresi mengukur dampak 

Otomatisasi AI, Transparansi, dan Etika terhadap 



Berita Berbasis AI dan Kepercayaan Publik: Memahami Hubungan Antara Otomasi… (Yudhy Widya Kusumo, Mariana Mariana) 

78 

variabel dependen Kepercayaan atau Keterlibatan 

Publik. 

1. Nilai konstanta sebesar 3,362 menunjukkan bahwa jika 

tidak ada pengaruh dari variabel independen (X1, X2, 

X3), nilai kepercayaan publik diperkirakan sebesar 

3,362. 

2. Otomatisasi AI (X1) dengan nilai koefisien sebesar 

0,185, dengan nilai t 2,290 dan nilai signifikan (Sig.) 

sebesar 0,023. Ini berarti bahwa setiap peningkatan satu 

unit pada Otomatisasi AI akan meningkatkan 

kepercayaan publik sebesar 0,185, dan pengaruh ini 

signifikan. 

3. Transparansi (X2) dengan nilai koefisien negatif 

sebesar -0.559, dengan t sebesar -3.512 dan Sig. 

sebesar 0.001. Artinya, peningkatan satu unit pada 

transparansi akan menurunkan kepercayaan publik 

sebesar 0.559, dan pengaruh ini signifikan. 

4. Etika (X3) menunjukkan koefisien positif sebesar 

0.394, dengan t sebesar 2.526 dan Sig. 0.012, yang 

berarti peningkatan etika sebesar satu unit akan 

meningkatkan kepercayaan publik sebesar 0.394, dan 

pengaruh ini juga signifikan. 

Nilai R sebesar 0,244 menunjukkan adanya 

hubungan yang rendah antara variabel independen dan 

dependen. R Square sebesar 0,059 menunjukkan bahwa 

5.9% variabilitas kepercayaan publik dapat dijelaskan 

oleh Otomatisasi AI, Transparansi, dan Etika. Nilai 

Adjusted R Square yang sedikit lebih rendah (0,046) 

menunjukkan bahwa model ini masih cukup akurat, 

meskipun variabilitas yang dijelaskan relatif kecil. 

Nilai F sebesar 4,584 dengan tingkat signifikan 0,004 

mengindikasikan bahwa model regresi ini secara 

keseluruhan signifikan. 

Secara keseluruhan, hasil ini menunjukkan bahwa 

Otomatisasi AI dan Etika berpengaruh positif dan 

signifikan terhadap kepercayaan publik, sedangkan 

Transparansi berpengaruh negatif yang signifikan. 

 

Pengaruh Otomatisasi AI terhadap Kepercayaan 

atau Keterlibatan Publik 

Otomatisasi AI memiliki dampak signifikan 

terhadap kepercayaan publik, dengan koefisien sebesar 

0,185, nilai t sebesar 2,290, dan nilai signifikansi (Sig.) 

sebesar 0,023. Ini menunjukkan bahwa setiap peningkatan 

satu unit dalam otomatisasi AI berkontribusi pada 

peningkatan kepercayaan publik secara signifikan. 

Penelitian sebelumnya menunjukkan bahwa kepercayaan 

terhadap teknologi AI dipengaruhi oleh perilaku dan 

interaksi teknologi tersebut dengan pengguna. Sebagai 

contoh, Kaplan et al. menemukan bahwa AI yang bertindak 

jujur dan mengikuti aturan dianggap lebih dapat dipercaya 

dibandingkan dengan AI yang menunjukkan perilaku 

menipu (Dwivedi et al., 2023). Temuan ini konsisten dengan 

studi yang dilakukan oleh Raisch dan Krakowski, yang 

menunjukkan bahwa penerapan AI dalam manajemen dapat 

mempengaruhi tindakan dan perubahan institusional, yang 

pada akhirnya membentuk persepsi publik terhadap 

teknologi tersebut (Raisch & Krakowski, 2020). 

Juwita menekankan pentingnya komunikasi efektif 

dalam menangani kekhawatiran publik terkait risiko dan 

manfaat teknologi AI (Juwita et al., 2024). Dalam hal ini, 

transparansi serta keterlibatan publik dalam diskusi 

mengenai AI dapat meningkatkan kepercayaan. Perhatian 

pemerintah terhadap opini publik terkait AI penting untuk 

membangun kepercayaan (Yigitcanlar et al., 2020). Ketika 

masyarakat dilibatkan dan diberikan informasi yang jelas 

mengenai penggunaan AI, hal ini memperkuat tingkat 

kepercayaan mereka terhadap teknologi tersebut. 

Selain itu, faktor seperti reputasi dan persepsi terhadap 

manfaat AI juga turut berperan dalam membangun 

kepercayaan publik. Stai et al. mencatat bahwa persepsi 

positif terhadap AI meningkat seiring dengan bertambahnya 

pemahaman masyarakat tentang manfaat yang diberikan 

(Zulfa et al., 2023). Edukasi yang baik mengenai teknologi 

ini membantu mengurangi ketidakpastian dan 

meningkatkan kepercayaan publik. Jobin dan Ienca dalam 

penelitiannya menggarisbawahi pentingnya membangun 

kepercayaan dalam AI sebagai kunci tata kelola teknologi 

yang etis dan bertanggung jawab (Peña-Fernández et al., 

2023). Secara keseluruhan, penelitian ini menunjukkan 

bahwa otomatisasi AI tidak hanya bertindak sebagai alat 

teknis, tetapi juga sebagai faktor penting yang dapat 

membentuk kepercayaan publik melalui interaksi yang 

positif dan transparan. 

 

Transparansi berpengaruh terhadap Kepercayaan 

atau Keterlibatan Publik 

Hasil penelitian menunjukkan bahwa transparansi 

dengan nilai koefisien negatif sebesar -0,559, dengan 

nilai t sebesar -3,512 dan signifikansi (Sig.) sebesar 

0,001. Hal ini mengindikasikan bahwa peningkatan 

satu unit pada transparansi mengakibatkan penurunan 

kepercayaan publik sebesar 0,559, dan pengaruh ini 

signifikan. Temuan ini mencerminkan dinamika 

kompleks antara transparansi dan kepercayaan publik, 

di mana tingkat transparansi yang tinggi tidak selalu 

berdampak positif terhadap tingkat kepercayaan. 

Penelitian sebelumnya juga menunjukkan bahwa 

meskipun transparansi diharapkan dapat meningkatkan 

kepercayaan publik, dalam beberapa kasus, 
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transparansi dapat menghasilkan efek sebaliknya, 

terutama jika informasi yang disampaikan dianggap 

tidak konsisten atau manipulatif (Cucciniello & Nasi, 

2014; Trattner et al., 2022). 

Peningkatan transparansi dan akuntabilitas dalam 

pemerintahan dapat berfungsi sebagai pendorong 

kepercayaan publik, terutama dalam situasi krisis 

seperti pandemi COVID-19 (Wang et al., 2023). 

Kecepatan dan akurasi transparansi informasi adalah 

kunci untuk membangun kepercayaan public (Zhong et 

al., 2023; Zhou et al., 2023). Jika informasi yang 

disampaikan tidak terpercaya, transparansi justru dapat 

menurunkan kepercayaan. Hal ini sejalan dengan 

temuan yang menunjukkan bahwa transparansi yang 

tidak diimbangi dengan kejelasan dan konsistensi dapat 

menyebabkan skeptisisme di kalangan masyarakat 

(Ameen et al., 2021; Wang et al., 2020). 

Transparansi yang efektif dalam pemerintahan lokal 

dapat meningkatkan kepercayaan masyarakat, namun 

hal ini sangat bergantung pada persepsi publik terhadap 

integritas dan akuntabilitas pemerintah (Sofyani & 

Tahar, 2021). Partisipasi publik dalam proses 

pemerintahan dapat berkontribusi pada persepsi 

mengenai transparansi, tetapi hasilnya bervariasi 

tergantung pada jenis partisipasi yang dilakukan. Ini 

menunjukkan bahwa tidak semua bentuk transparansi 

dan partisipasi publik menghasilkan dampak positif 

terhadap kepercayaan, sehingga perlu 

mempertimbangkan faktor-faktor lain seperti kondisi 

sosial dan politik yang lebih luas (Ameen et al., 2021; 

Kim & Lee, 2017). 

Secara keseluruhan, meskipun transparansi sering 

dianggap sebagai alat untuk meningkatkan 

kepercayaan publik, penelitian ini menunjukkan bahwa 

efeknya dapat bervariasi. Dalam beberapa kasus, 

pengelolaan transparansi yang tidak baik dapat 

menurunkan kepercayaan publik, terutama jika 

masyarakat merasa bahwa informasi yang disediakan 

tidak mencerminkan realitas atau jika ada anggapan 

bahwa transparansi tersebut bersifat kosmetik (Benito 

et al., 2016; Park & Blenkinsopp, 2011). Oleh karena 

itu, penting bagi pemerintah dan organisasi publik 

untuk tidak hanya meningkatkan transparansi, tetapi 

juga memastikan bahwa informasi yang disampaikan 

akurat, relevan, dan dapat dipercaya. 

 

 

 

 

Etika berpengaruh terhadap Kepercayaan atau 

Keterlibatan Publik 

Hasil penelitian menunjukkan bahwa etika (X3) 

dengan nilai koefisien positif sebesar 0,394, dengan 

nilai t sebesar 2,526 dan tingkat signifikansi (Sig.) 

sebesar 0,012. Ini menunjukkan bahwa peningkatan 

satu unit pada etika akan meningkatkan kepercayaan 

publik sebesar 0,394, dan pengaruh ini signifikan. 

Temuan ini menunjukkan bahwa etika memainkan 

peran penting dalam membangun kepercayaan publik, 

yang sejalan dengan teori bahwa perilaku etis dalam 

organisasi dan pemerintahan dapat meningkatkan 

kepercayaan masyarakat terhadap institusi tersebut 

(Downe et al., 2013). 

Penelitian sebelumnya juga mendukung temuan ini. 

Perilaku etis pejabat publik sangat mempengaruhi 

tingkat kepercayaan masyarakat. Ketika pejabat publik 

menunjukkan standar etika yang tinggi, masyarakat 

cenderung memiliki kepercayaan lebih besar (Downe 

et al., 2013). Praktik etis dalam organisasi dapat 

memperkuat kepercayaan emosional, yang penting 

untuk membangun hubungan jangka panjang antara 

publik dan institusi (Pučetaite et al., 2010). 

Teknologi baru seperti kecerdasan buatan (AI), 

etika memainkan peran penting dalam membangun 

kepercayaan publik. Panduan etika yang jelas 

membantu meningkatkan kepercayaan masyarakat 

terhadap teknologi baru, mencerminkan pentingnya 

etika dalam pengembangan teknologi dan pelayanan 

public (Jobin et al., 2019). 

Kepercayaan publik dapat berkurang ketika ada 

ketidakjelasan dalam pengelolaan data dan informasi, 

terutama dalam penelitian biobank (Critchley et al., 

2015). Ini menunjukkan bahwa etika dalam 

pengelolaan informasi dan transparansi sangat penting 

untuk mempertahankan kepercayaan publik. Penelitian 

ini konsisten dengan temuan bahwa etika yang kuat 

dalam pengambilan keputusan dan transparansi dapat 

meningkatkan kepercayaan masyarakat terhadap 

institusi (Rosidah et al., 2023). 

Secara keseluruhan, hasil penelitian ini menegaskan 

bahwa etika berkontribusi signifikan terhadap 

kepercayaan publik. Hal ini sejalan dengan literatur 

yang ada yang menekankan pentingnya etika dalam 

membangun kepercayaan, baik dalam pemerintahan 

maupun sektor lainnya. Oleh karena itu, penting bagi 

organisasi dan pemerintah untuk mengintegrasikan 

praktik etis yang baik dalam kebijakan dan tindakan 

mereka untuk meningkatkan kepercayaan masyarakat. 
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KESIMPULAN 

Hasil analisis ini menunjukkan bahwa otomatisasi 

AI memiliki pengaruh positif yang signifikan terhadap 

kepercayaan publik, dengan peningkatan penggunaan 

AI yang efektif berkontribusi pada peningkatan 

kepercayaan. Di sisi lain, transparansi menunjukkan 

pengaruh negatif signifikan, di mana peningkatan 

transparansi yang tidak terarah dapat mengurangi 

kepercayaan publik, sehingga pendekatan yang bijak 

dalam menyajikan transparansi sangat diperlukan. 

Sementara itu, penerapan etika dalam penggunaan AI 

memiliki dampak positif signifikan, menegaskan 

bahwa etika memainkan peran penting dalam 

membangun dan mempertahankan kepercayaan publik. 

SARAN 

a. Meningkatkan kepercayaan publik terhadap AI dapat 

dicapai dengan mengoptimalkan penerapan otomatisasi 

yang tepat sasaran dan relevan dengan kebutuhan publik. 

Penggunaannya perlu dipastikan mendukung efisiensi 

layanan publik tanpa mengurangi kualitas atau 

menimbulkan ketidakpastian di kalangan masyarakat. 

b. Transparansi yang berlebihan atau kurang tepat dapat 

mengurangi kepercayaan publik. Oleh karena itu, 

informasi tentang penggunaan AI sebaiknya disampaikan 

secara jelas, terukur, dan dalam bahasa yang mudah 

dipahami. Pemberian informasi terkait manfaat nyata, 

serta langkah-langkah pengamanan privasi dan data, dapat 

membantu mengurangi kekhawatiran masyarakat. 

c. Etika dalam penggunaan AI perlu dijadikan landasan 

utama agar masyarakat merasa aman dan percaya 

terhadap teknologi ini. Pemerintah dan pengembang perlu 

bekerja sama dalam menyusun pedoman etika yang kuat 

untuk memastikan bahwa AI digunakan dengan cara yang 

bertanggung jawab, adil, dan menghormati hak individu. 

d. Menyediakan edukasi yang memadai tentang cara kerja 

dan manfaat AI kepada masyarakat akan membantu 

mengurangi ketidakpahaman dan ketidakpercayaan. 

Melalui seminar, diskusi publik, atau kampanye 

informatif, masyarakat akan lebih memahami teknologi 

AI dan dampaknya secara positif. 

e. Melakukan evaluasi berkala mengenai dampak AI dalam 

pelayanan publik untuk memastikan bahwa teknologi ini 

tetap relevan dan efektif. Proses ini perlu diikuti dengan 

pelaporan hasil yang mudah diakses publik untuk 

membuktikan akuntabilitas dan membangun kepercayaan 

yang berkelanjutan. 
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